
     Abstract—Often seen as severe headaches, migraines lower 
the quality of life for patients. To combat ineffective 
monitoring applications that can only provide information 
about previous attacks and not future occurrences, multiple 
types of machine learning models such as the Random Forest 
(RF), Logistic Regression (LR), and Support Vector Machine 
(SVM) models were trained to predict migraines occurrences. 
The data used was augmented by employing Synthetic Minority 
Oversampling Technique (SMOTE). By using feature selection 
methods, more discriminative features were selected to train the 
models. The RF model outperformed existing models with a 
classification accuracy of 0.9924 on the testing data. 

I. INTRODUCTION

Migraines are the third most prevalent and sixth most 
disabling illness in the world [1]. Frequently, migraines are 
associated with sensitivity to light and loud sounds, nausea, 
and vomiting [1]. Currently, many migraine tracking diaries 
only allow patients to track retrospective information and 
provide no information to prevent future migraines [2]. 
However, machine learning models such as the Random 
Forest (RF), Logistic Regression (LR), and Support Vector 
Machine (SVM) models can be utilized to predict future 
migraine occurrences, allowing patients to take preventative 
measures. These models were created using Python and the 
scikit-learn library [3].

II. METHODS

The dataset used was called “Analysis of Trigger Factors 
in Episodic Migraineurs Using a Smartphone Headache Diary 
Applications,” and was published on Plos One in 2016 [4]. 
There were numerous migraine triggers or features that could 
increase a chance of a migraine, such as “stress,” 
“excess_sleep,” “smoking,” etc. The dataset contained 4,679 
entries including both migraine and no-migraine days. 

After preprocessing the data, several feature selection 
methods such as the Random Forest Feature Importance 
attribute (RFFI), Principal Component Analysis (PCA), 
Recursive Feature Elimination (RFE), and the novel 
Jenson-Shannon Divergence ranking values (JSD) were 
applied to the models to select more discriminative data to 
train on by dropping features with lower importances [5]. 
Additionally, the dataset was severely imbalanced, with 
4,243 no-migraine occurrences and 336 migraine occurrences. 
To mitigate the bias in the dataset, Synthetic Minority 
Oversampling Technique (SMOTE) was utilized, where the 
number of under sampled instances of a class is increased 
using the k-nearest neighbors algorithm [6].  

The models were evaluated on 20% of the dataset and the 
other 80% of the dataset was used to train the models. The 
metrics used to evaluate the results of the research and their 
formulae are shown below in Equation 1: 

where TP=true positive, TN=true negative, FP=false positive, 
and FN=false negative migraine occurrences. F1 scores were 
utilized because accuracy by itself does not provide detailed 
insight about the performances especially if the dataset is 
imbalanced. Thus, F1 scores are calculated based on precision 
and recall metrics. Additionally, macro-average scores were 
used because they do not take class imbalance into 
consideration, which allowed the results to be compared 
before and after applying SMOTE. Figure 1 depicts the 
mechanism used for all three ML models. 

Figure 1. The proposed approach for the ML models to classify migraines. 

III. RESULTS AND DISCUSSION

The hyperparameters for each ML model were found 
through grid search on the training data. The classification 
metrics were found on the testing data. Specifically, the RF 
model contained 30 trees and the SVM model used a 
polynomial kernel function. In Table 1 without SMOTE, it 
was evident that the RF and SVM models outperformed the 
LR model, as the RF and SVM models both achieved an 
accuracy of 0.99017. However, the RF model achieved a 
higher macro-average F1 score than the SVM model because 
it predicted fewer false negatives. 

While the RF and SVM models performed well before 
applying SMOTE, there was an inherent bias because the 
number of no-migraine occurrences was more than 12 times 
the number of migraine occurrences. To see if the imbalance 
in the classes caused false negatives, SMOTE was applied. 
Without SMOTE, it seemed obvious that the model could 
have kept predicting no-migraine and getting a high accuracy. 
Thus, other metrics such as F1 scores were considered in 
addition to accuracy. After applying SMOTE, there were 
3,409 instances of the migraine and no-migraine class each. 
However, SMOTE was only applied on the training data so 
that the testing data is still the original data. As shown in 
Table 1 with SMOTE, all three models had an improvement 
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TABLE I. CLASSIFICATION METRICS FOR ML MODELS  

ML Model 
SMOTE? 

RF Model 
No       Yes 

LR Model 
No       Yes 

SVM Model 
No       Yes 

Accuracy: 0.9902    0.9913 0.9571    0.9673 0.9902    0.9913 
Macro F1 
Score: 

0.9707    0.9741 0.8918    0.8884 0.9704    0.9740 



in accuracy and F1-score. Because macro-average scores do 
not take class imbalance into consideration, the improvement 
in F1 scores means the RF and SVM classifiers improved in 
the ability to predict fewer false negatives. Additionally, the 
RF model performed the best out of the three models, 
achieving an accuracy and macro-average F1 score of 0.9913 
and 0.9741 respectively with SMOTE. 

Since the RF model achieved the highest result, it was used 
to evaluate the four feature selection methods. Running 
feature selection methods on the RF classifier without 
SMOTE was not performed because the RF classifier with 
SMOTE already produced better accuracy and F1 metrics, 
which were evaluated before feature selection. 

Figure 2. Comparing different feature selection methods using the RF model 
with SMOTE. 

Figure 2 shows the classification accuracy of each method 
according to different numbers of features, namely 5, 10, 15, 
20, 25, 30, and 34 or all features. It is observed that feature 
selection with PCA and JSD degrade in performance when 
fewer features are selected. The best performance with the RF 
model using SMOTE and feature selection was when the top 
15 features were selected using the RFFI method, which 
achieved an accuracy of 0.9924, an increase from before 
applying feature selection. When 15 of the most 
discriminative features were selected by the RFFI method, the 
RF model achieves the best results. Therefore, around half of 
the features in the dataset are crucial in training the RF model 
for a more accurate migraine prediction. 

Figure 3. The confusion matrix for the RF model with SMOTE and top 15 
features selected by RFFI. 

Figure 3 shows the confusion matrix (CM) or the 
distribution of TN, TP, FP, and FN for migraine prediction. 
The top left and bottom right corner depict the number of 
correctly predicted migraine and no migraine occurrences. 
After applying SMOTE and the RFFI feature selection 
method, however, the model predicted zero migraines as 
no-migraines, which meant the false-negative rate fell to zero. 

Additionally, the model only inaccurately predicted seven 
no-migraines as migraines, which was similar to the metric 
before applying SMOTE and feature selection. Thus, 
SMOTE and RFFI were able to decrease the false-negative 
rate while maintaining the false-positive rate, which meant 
the overall classification performance increased. 

Figure 4 shows the importance of the top 5 features 
selected by RFFI, which included “nausea_vomiting,” 
“helping_factors,” “sound_sensitivity,” “light_sensitivity,” 
and “rest.” The most important factor or “nausea_vomiting” 
had an importance of 0.4 evaluated by the RFFI method, with 
the second most important feature with an importance of 0.19. 
These importances measure the contribution of the features to 
the classification result.  

Figure 4. The top 5 features given by RFFI attribute feature selection. 

IV. CONCLUSION

A demand exists for accurate migraine prediction through 
ML. All models achieved high results, but the best model was
the RF model with SMOTE and the top 15 features from RFFI.
This model achieved an accuracy of 0.9924 and a
macro-average F1 score of 0.9774, which outperformed
existing models on the standard dataset. The research showed
that SMOTE improved the results of all classifiers and the
RFFI feature selection method worked best, which decided the
most important feature in predicting migraines was nausea or
vomiting. In the future, an application where users can plug
their symptoms, health factors, and biometrics could be
created where the ML algorithm could predict in real-time
whether or not a patient would get a migraine.
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